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Abstract 

This study focused on estimating yield and production of paddy and maize crops of Bastar district of 

Chhattisgarh State. Since paddy and maize are the most important cereals among others in Bastar, these 

crops are selected for the study. 10 years data during the period of 2010-11 to 2019-20 are collected for 

the variables area, yield, production, proportionate gross irrigated area, proportionate total npk 

consumption, rainfall, relative humidity, maximum temperature and minimum temperature. ARIMA (p, 

d, q) parameters for the residuals of their linear model are calculated. From the ARIMA (p, d, q) 

parameters, it is understood that there is no auto-correlation for the data in paddy crop, while auto-

correlation is observed in the data for the variables of maize crop. As a result, for the paddy crop, linear 

regression model was finalized whereas for the maize crop, generalized least square modelling was fitted. 

Then forecasting for the yield upto 2025 was done for the three selected crops of Bastar. 

Keywords: ARIMA (p, d, q), linear models, generalised linear models, multicollinearity 

Introduction 

Regression analysis is an average measure of linear relationship between two or more 

variables. The regression model with one dependent variable and many independent variables 

is called multiple regression analysis (Draper and Smith 1985) [13]. Wei and Molin (2020) [42] 

estimated yield of soyaben using linear regression approach. Nazir et al., (2021) studied on 

estimating and forecasting rice yield using phenology based algorithm and linear regression 

model. Sellam and Poovammal (2016) [27] studied on prediction of crop yield using regression 

analysis. Shastry (2017) [28] studied on prediction of crop using regression analysis. 

If the residuals of a time series model might exhibit serial correlation or heteroscedasticity, 

violating the assumptions of classical regression models like ordinary least square. When this 

happens, one approach to address these issues is by using GLS. Otto et al., (1987) [43] 

explained GLS approach to maximize likelihood estimation of regression models with ARIMA 

errors. Kadanali et al., (2019) [44] studied ARIMA model for forecasting wheat production in 

wheat. Dritsakis et al., (2019) [45] explained time series analysis using ARIMA models. Kwasi 

et al., compared the forecasting power of multivariate VAR and univariate ARIMA models. 

Since there is multicollinearity among the dependent variables, high multi-collinear variables 

are eliminated from the model using the correlation matrix to increase its accuracy. How to 

identify multi-collinearity in regression analysis was described by Shrestha (2020). Haitovsky 

(1969) [30] and Daoud (2017) [10] conducted research on multi - collinearity in regression 

analysis. Multi-collinearity and misleading outcomes were clarified by Kim (2019) [18]. 

Schroeder et al. conducted research on multi-collinearity diagnosis and treatment. Regression 

and ARIMA models can be connected to take use of each method's advantages and increase 

forecasting accuracy, particularly in situations where the data show both linear correlations 

and temporal dependencies. Shumway et al. (2017) [31] provided an explanation of time series 

analysis and explored ARIMA models. The usefulness of time series modeling (ARIMA) in 

stock price forecasting was investigated by Mondal et al. in 2014 [46]. Benvenuto et al.'s (2020)
[9] research examined the use of the ARIMA model with the COVID -19 pandemic dataset.
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Material and Methods Study area 

This study has been conducted in Bastar district of 

Chhattisgarh for the crops paddy and maize. It is located on 

the latitude of 19° 12' 0" N and longitude of 81° 56' 0" E. It is 

bounded on the northwest by Narayanpur District, on the 

north by Kondagaon district, on the east by Nabarangpur and 

Koraput Districts of Odisha State, on the south and southwest 

by Dantewada and Sukma. 

Data Description 
Secondary data provide the sole basis of this investigation. In 

2000, the State of Chhattisgarh was divided into two halves 

from Madhya Pradesh. Since then, Chhattisgarh has formed a 

large number of new districts by the bifurcation or trifurcation 

of the large districts three times: in 2007–2008, in 2011–12, 

and in 2018–19. Bastar is considered as a combined district in 

this study. 

The variables that included are area (x1), gross irrigation area 

(x2), total npk consumption (x3), maximum temperature (x4), 

minimum temperature (x5), relative humidity (x6) and rainfall 

(x7). Yield (y), production (p). 

Outliers were detected and removed in order to maintain the 

accuracy of the model. The parameters of the auto-regressive 

integrated moving average, or ARIMA (p, d, q), were 

calculated in order to ascertain whether serial correlation 

existed or not for the time series data of the paddy, maize and 

jowar crop of Bastar. Using a correlation matrix, the predictor 

variables that had a strong connection with the dependent 

variable were chosen in descending order of magnitude. 

Linear model and generalised linear models are used 

wherever applied. 

Linear Regression 
Linear regression is a fundamental statistical method used for 

modelling the relationship between a dependent variable y and 

one or more independent variables X1, X2, .., Xn. It assumes 

that this relationship is linear, meaning that a change in the 

independent variable(s) is associated with a constant change 

in the dependent variable. 

The general form of a linear regression model with n 

predictors is 

Where Y is the dependent variable, 𝑋1, 𝑋2, .., 𝑋𝑛 are the 

independent variables, 𝛽0 is the intercept, 𝛽1, 𝛽2, .., 𝛽𝑛are 

the coefficients (slopes) of the independent variables, ∈ is the 

error term, which represents the difference between the

observed and predicted values of Y. 

Generalised least square model 

Generalised least square linear model is a technique for 

estimating the unknown parameters in a linear regression 

model when the assumption for the residuals of the linear 

regression model fails, either in terms of zero mean, normality 

or equality of variances apart from the independence of 

different residuals. 

GLS tackles these problems by introducing a weighting 

matrix. This matrix assigns different weights to different data 

points based on their estimated variance. Here's how it works: 

Estimate the error covariance matrix: This matrix captures 

how the errors are related to each other. It might show higher 

variances for certain groups of data points. 

Apply the weights: Each data point in the regression 

equation is multiplied by a weight based on the error 

covariance matrix. This gives more influence to data points 

with lower error variance and less influence to those with 

higher variance. 

Minimize the weighted squared residuals: Similar to OLS, 

GLS minimizes the sum of squared residuals, but these 

residuals are now weighted based on the error covariance 

matrix. 

Multi-collinearity 

When two or more independent variables (predictor variables) 

in a regression analysis have a strong correlation with one 

another, this is referred to as multicollinearity. When 

analyzing the regression model's findings, this correlation 

may cause issues. It is challenging to discern each variable's 

unique impact on the dependent variable when there is a 

significant degree of correlation between the independent 

variables. This makes it difficult to determine the actual 

influence of each element on the result. Consequently, when 

the model struggles t o discern the underlying impacts of the 

associated variables, its predictions may become less 

accurate. 

Auto Regressive Integrated Moving Average (ARIMA) 

ARIMA stands for Auto Regressive Integrated Moving 

Average. It is a widely used statistical method for time series 

forecasting and analysis. ARIMA models are capable of 

capturing a wide range of temporal patterns in data, making 

them useful for various applications, including economics, 

finance, epidemiology, and weather forecasting. 

The general ARIMA (p, d, q) model can be expressed with 

the following equation 

Where, 𝑌𝑡 is the actual value at time t, 𝜇 is the constant mean 

(optional, may not be present in all models), 𝜑1 (phi) are the 

autoregressive parameters (𝜑1 to 𝜑𝑝). These represent the 

coefficients of the past p values of 𝑌𝑡, 𝑌𝑡−1 to 𝑌𝑡−𝑝 are the 

lagged values of 𝑌𝑡, influencing the current value (𝑌𝑡), 𝜖𝑡 is 

the white noise error term at time t (represents unpredictable 

random shocks), 𝜃 (theta) are the moving average parameters 

(𝜃1 to 𝜃𝑞). These represent the coefficients of the past q

forecast errors (𝜀𝑡−1 to 𝜀𝑡−𝑞). 

Model evaluation 

After putting all of the estimate methods through diagnostic 

plots and goodness of fit metrics like R2, Adj R2, and their P-

values, the process is concluded. 

Results and Discussions 

Paddy crop of Bastar 

https://www.mathsjournal.com/
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Fig 1: ACF and PACF for dependent variable (yield) of paddy, Bastar 

For the time series data of Bastar’s paddy yield, the ARIMA 

(0, 2, 0) model was produced in order to determine and 

eliminate any auto-correlation (Figure 1). As a result, the 

linear statistical model was employed for the estimate and 

prediction of paddy crop yield and production rather than the 

generalized least square model. The order of the correlations 

of magnitudes for the variables, x3, x4, x5, and x6, was used 

to choose which variables to include in the linear statistical 

model based on the correlation matrix. 

Fig 2: Three major diagnostic plots for the linear model of paddy, Bastar 

The diagnostic plots indicating a good fitting model with R2 = 0.7823 and Adj R2 = 0.4921 and the finalized linear statistical 

model is given below. 

Further, the yield, predicted yield, standard error and confidence interval of the finalized model are given in Table 1. 

Table 1: Comparison of yield observed with the predicted one along with confidence interval for paddy, Bastar 

Year Yield Predicted yield Standard error 
Confidence interval (95%) 

Lower Upper 

2010-11 1.68 1.52 0.25 0.85 2.20 

2011-12 1.06 1.08 0.25 0.41 1.76 

2012-13 1.75 2.00 0.25 1.27 2.62 

2013-14 1.73 1.55 0.25 0.87 2.23 

2014-15 1.87 1.86 0.25 1.18 2.53 

2015-16 0.96 1.21 0.25 0.54 1.90 

2017-18 1.22 1.27 0.25 0.60 1.95 

2018-19 1.50 1.33 0.25 0.66 2.01 

https://www.mathsjournal.com/
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Moreover, goodness of fit plot between predicted yield and yield is further done and depicted in Figure 3. 

Fig 3: Goodness of the prediction model in terms of predicted vs observed yield for paddy, Bastar 

After fitting and finalizing the model, a forecast for the yield and production has been made upto 2025. 

Table 2: Forecast of yield and production for 2020-21 to 2024-25 based on the projected area under paddy, Bastar 

Year Projected area (hectare) Predicted yield (tonnes per hectare) Predicted production (tonnes) 

2020-21 235984 2.03 480331 

2021-22 235916 2.16 496843 

2022-23 235848 2.18 513346 

2023-24 235780 2.25 529840 

2024-25 235711 2.32 546323 

Maize crop of Bastar 

From the time series data of the yield of the maize crop in 

Bastar, autoregressive integrated moving average, ARIMA (2, 

2, 0) are determined to confirm the presence or absence of 

auto- correlation. 

(a) 
Fig 4: ACF and PACF for dependent variable (yield) of maize, Bastar 

https://www.mathsjournal.com/
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The values of p=2 and q=0 from ARIMA indicating the 

presence of serial correlation. As a result, generalised least 

square is used instead of linear model. Further, to know the 

order of predictor variables for entering into the generalised 

least square model, correlation matrix was used. From the 

correlation matrix, the variables having highest correlation 

with dependent variable were selected in descending order. 

The order of the variables is as follows: x1, x3, x2, x4, x5 and 

x7. 

The generalized linear model for the maize crop is given 

below. 

y = 2.01 + 0.236 × 𝑥1 − 0.0034 × 𝑥3 + 1.27 × 𝑥2 − 0.84 × 𝑥4 

+ 1.09 × 𝑥5 + 2.40 × 𝑥7 

Fig 5: Three major diagnostic plots for the linear model of maize, Bastar 

https://www.mathsjournal.com/
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Since the diagnostic plots were seemed to fit well, the 

generalised least square model was finalized. Further, the 

yield, predicted yield, standard error and confidence interval 

of the finalized model are given in Table 3. 

Table 3: Comparison of yield observed with the predicted one along with confidence interval for maize, Bastar 

Year Yield Predicted yield Standard error 
Confidence interval (95%) 

Lower Upper 

2010-11 2.00 1.97 0.17 1.28 2.67 

2012-13 2.18 2.20 0.17 1.50 2.90 

2013-14 2.34 2.38 0.17 1.68 0.36 

2014-15 2.00 2.05 0.17 1.26 3.74 

2015-16 2.38 2.47 0.17 2.78 1.36 

2016-17 3.11 3.17 0.17 2.40 3.80 

2017-18 3.09 3.13 0.17 2.40 3.80 

2018-19 3.07 3.07 0.17 2.78 3.77 

2019-20 3.61 3.62 0.17 0.66 2.01 

Moreover, goodness of fit plot between predicted yield and 

yield is further done and depicted in Fig. 6. It is very clear 

that the data points are close to the fitted line indicating a 

good fit with R2 = 0.9964 (P-value: 8.285𝑒−10) and Adj R2 = 

0.9959 

Fig 6: Goodness of the prediction model in terms of predicted vs observed yield for maize, Bastar 

A forecast upto 2025 has been made for yield and production after finalizing the model. 

Table 4: Forecast of yield and production for 2020-21 to 2024-25 based on the projected area under maize, Bastar 

Year Projected area (hectare) Predicted yield (tonnes per hectare) Predicted production (tonnes) 

2020-21 27886.8 3.627899 101170.5 

2021-22 28619.05 3.816518 109225.1 

2022-23 29351.31 4.005137 117556 

2023-24 30083.56 4.193756 126163.1 

2024-25 30815.82 4.382375 135046.5 

Conclusion 

In this study, predicted yield is very much close to the actual 

yield indicating that the finalized model is a good fit. Through 

forecasting of yield of paddy and maize upto 2025, there is 

showing an increasing yield in future which is a good index. 
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